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• Zero-shot quantization (ZSQ)

When training data is inaccessible due to size or

privacy constraints, ZSQ enables quantization by 

inverting the network with randomly sampled labels 

to generate synthetic data.

• ZSQ in Object Detection

Since object detection targets are inherently 

difficult, existing methods drop detection loss and 

use task-agnostic synthetic data, which omits task-

specific signals and yields suboptimal results.

1. Background

• Task-specific calibration set matters

• Challenges in task-specific ZSQ for detection

➢ Label Reconstruction:

Object locations and sizes remain unknown

➢ Category Imbalance:

Random sampling yields unrealistic data

➢ Underexplored finetuning:

Logits alignment alone may be insufficient

2. Motivation

Impact of different synthetic images on ZSQ with Mask-RCNN on MS-COCO.

4. Experiment

Comparison with real data QATs on MS-COCO validation using different detection architectures. WBAB = weights and activations quantized to B-bit.

• How to obtain task-specific labels?
Adaptive Label Sampling: start with single object labels and Gaussian noise,
then progressively aligning image with labels.

• How to synthesize task-specific labeled data?

Overall architecture of our framework.

• Prediction-matching Distillation

• Feature-level Distillation

• Task-Specific Quantization-Aware Training
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Visualization of task-specific calibration data

➢ Left: Adaptive Label Sampling 
accurately reconstructs object 
locations.

➢ Right: Its category distribution 
matches MS-COCO.

where denotes the object detection loss, incorporating task-specific information.
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